Automated Visual Yield Estimation in Vineyards
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We present a vision system that automatically predicts yield in vineyards accurately and with high resolution.
Yield estimation traditionally requires tedious hand measurement, which is destructive, sparse in sampling,
and inaccurate. Our method is efficient, high-resolution, and it is the first such system evaluated in realistic
experimentation over several years and hundreds of vines spread over several acres of different vineyards.
Other existing research is limited to small test sets of 10 vines or less, or just isolated grape clusters, with tightly
controlled image acquisition and with artificially induced yield distributions. The system incorporates cameras
and illumination mounted on a vehicle driving through the vineyard. We process images by exploiting the three
prominent visual cues of texture, color, and shape into a strong classifier that detects berries even when they are
of similar color to the vine leaves. We introduce methods to maximize the spatial and the overall accuracy of the
yield estimates by optimizing the relationship between image measurements and yield. Our experimentation is
conducted over four growing seasons in several wine and table-grape vineyards. These are the first such results
from experimentation that is sufficiently sized for fair evaluation against true yield variation and real-world
imaging conditions from a moving vehicle. Analysis of the results demonstrates yield estimates that capture
up to 75% of spatial yield variance and with an average error between 3% and 11% of total yield. ¢ 2014 Wiley

Periodicals, Inc.

1. INTRODUCTION

Yield predictions in vineyards are important for managing
vines to optimize growth and eventual fruit quality. For
instance, if an overly large crop is forecast, fruit may be
removed during the season to achieve certain fruit quality
goals. This practice of crop thinning is much more effective
when based on an accurate yield estimate. Yield forecasts
also prepare a grower for the harvest operation, for shipping
their crop, storing their crop, and also selling their crop on
the market. Typical yield predictions are performed using
knowledge of historical yields and weather patterns along
with measurements manually taken in the field. The cur-
rent industry practice for predicting harvest yield is labor-
intensive, expensive, inaccurate, spatially sparse, destruc-
tive, and riddled with subjective inputs. Typically, the pro-
cess for yield prediction is for workers to sample a certain
percentage of the vineyard and extrapolate these measure-
ments to the entire vineyard. Agronomic studies have es-
tablished that large spatial variability in vineyards across
multiple countries and growing conditions exists (Taylor,
Tisseyre, Bramley, Reid, & Stafford, 2005). However, the
sample size is often too small in comparison to the spa-
tial variability across a vineyard, and as a result the yield
predictions are inaccurate and spatially coarse.
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= We also overcome the challenges distinguishing the

There is a gap between the methods available to predict
the yield in a vineyard and the needs of vineyard managers
to make informed decisions for their vineyard operations.
Using carefully designed illumination and a camera sys-
tem (see Figure 1) paired with novel algorithms that auto-
matically detect the fruit within the imagery, our method
can make dense predictions of harvest yield efficiently and
nondestructively. We overcome difficulties in imaging and
design our camera and illumination setup to optimize for
low motion blur, increased depth-of-focus, and low illumi-
nation power for fast-recycle times permitting high-frame
rates. This design maintains high image quality at high ve-
hicle velocities and enables deployment at large scales, fea-
tures overlooked in many existing visual yield estimation
studies. Our results demonstrate that we can automatically.
detect and_count grapes o forecast yield efficiently with
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grape berries from similarly colored leaves, in nonuniform
lighting, and variable scales due to variable berry size or
variable distance of the fruit from the camera. Our approach
can be distinguished from a number of existing studies
on the detection of grapes, which are based upon one of
three different types of visual cues of grape berries appear-
ance: either color (Diago et al., 2012; Dunn & Martin, 2004),
shape (Rabatel & Guizard, 2007), or texture (Grossetete etal.,
2012). Each of the three cues has advantages in certain con-
ditions and, all have some limitations in others. Color on
its own is not suitable for distinguishing green grapes on a
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